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a b s t r a c t 

A set of data can be obtained from different hierarchical levels in diverse domains, such as multi-levels 

of genome data in omics, domestic/global indicators in finance, ancestors/descendants in phylogenetics, 

genealogy, and sociology. Such layered structures are often represented as a hierarchical network. If a set 

of different data is arranged in such a way, then one can naturally devise a network-based learning algo- 

rithm so that information in one layer can be propagated to other layers through interlayer connections. 

Incorporating individual networks in layers can be considered as an integration in a serial/vertical man- 

ner in contrast with parallel integration for multiple independent networks. The hierarchical integration 

induces several problems on computational complexity, sparseness, and scalability because of a huge- 

sized matrix. In this paper, we propose two versions of an algorithm, based on semi-supervised learning, 

for a hierarchically structured network. The naïve version utilizes existing method for matrix sparseness 

to solve label propagation problems. In its approximate version, the loss in accuracy versus the gain in 

complexity is exploited by providing analyses on error bounds and complexity. The experimental results 

show that the proposed algorithms perform well with hierarchically structured data, and, outperform an 

ordinary semi-supervised learning algorithm. 

© 2019 Elsevier Ltd. All rights reserved. 
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. Introduction 

Semi-supervised learning (SSL) incorporates both labeled and

nlabeled data in cases where labeled data are scarcely given com-

ared to vast amounts of unlabeled data. Among the several ap-

roaches to SSL, the graph-based approach has received significant

ttention because of its success in machine learning and numer-

us practical applications. Graph-based SSL begins with construct-

ng a graph (or network) with nodes and edges, each represent-

ng data points and similarities between them, respectively. The

ey concept behind the model is the ‘label propagation’ [1] , where

he influence of labels of nodes is propagated to neighboring unla-

eled nodes through the edges. It is regarded as the ‘smoothness’

ssumption, implemented by a graph Laplacian transformed from

he similarity matrix. By minimizing an objective function com-

osed of smoothness and loss terms, SSL predicts values of un-

nown labels. The theory of SSL is well-established, and it partic-

larly clarifies difficult cases when there is only a little amount

f labeled data. Nevertheless, applications of SSL are not limited

or as long as a dataset can be represented in the form of a

raph. 
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In relation to the following problem, multiple sources of data

an exist. Consider an example from the protein function pre-

iction. Nodes of proteins can be connected in several different

ays based on heterogeneous types of multiple sources, such as

uch as protein-protein interactions, genetic interactions, and co-

articipation in a protein complex [2,3] . If the interest is on cancer

urvivability prediction, the sequencing results of patients, clinical

reatment history, and electronic medical records can be sources

f multiple graphs [4,5] . Because different graph sources are in-

ependent but contain complementary information, the total in-

ormation can be enhanced by combining available graphs. In this

egard, there have been extensive studies on the theory of mul-

iple graph integration. In [2,3,6–9] , the authors suggested vari-

us types of convex combination of graphs, whereas in [10–13] ,

raphs are combined by incorporating the notion of multi-view

earning. Nowadays, sources of data have become considerably di-

erse, to the extent that studies dealing with multiple data have

aised more attention than ever before. 

In the meantime, there are some exceptional cases in which

he direct application of SSL is not appropriate, i.e., when the

iven multiple data are entangled in a certain hierarchical struc-

ure. Extending from an ordinary network, a hierarchically struc-

ured network consists of multiple layers of networks where two

djacent networks are connected. Within a layer, nodes are con-

ected through the edges of the intralayer but between layers

 new set of edges defines the interlayer connection. From such
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connections, the influence of labels in one layer can propagate

to the nodes in the layer itself, as well as to neighboring layers,

thereby providing external information. For instance, multi-omics

data are rather bounded to each other in a hierarchical manner

by obeying the central dogma from genome to proteome bypass-

ing a series of more omics, such as epigenome and transcriptome

[14] . If an era changes, the network also varies, but those of adja-

cent eras remain related in a chronological order. A series of hu-

man networks can be obtained from genealogies, which are ar-

ranged one after another through time, such as the network of

ancestors followed by that of descendants [15] . Similar examples

can be found for phylogenetics, sociology, etc. Recently, this no-

tion was further extended to social network analysis: networks of

bibliographical references of the first order, the second order, and

so on, and networks of online interactions in successive time slots

[16–18] . To take an instance from the financial domain, a network

of individual stocks in a domestic market can be laid at a lower

layer than that of global composite indicators, such as KOSPI, DJI,

NASDAQ, WTI, exchange rates, and price of gold [19,20] . 

Recently, the hierarchical structure of networks has attracted

many researchers’ interest in network representation [21–23] , net-

work embedding [24,25] , network dynamics [26,27] , community

detection [28–31] , property diagnostics for hierarchically struc-

tured networks [22,32] , and so on. Those work provide meaning-

ful insights to observe, analyze, and represent the layered struc-

ture of networks. But if we add a certain function on the network

so that it can provide inference or prediction via its hierarchical

structure, it would benefit more pragmatic usage of peculiarities

of the network structure. There have been some researches that

further moved on from observation/diagnosis of the network struc-

ture. For instance, propagation of label information along with the

edges on intra-layer or inter-layer of a hierarchical network: graph

integration method [2,3,8] as a stopgap for hierarchical structure

of financial networks [19,20] , graph bipartization with co-linkage

regularization [33] , graph diffusion using Laplacian kernel for hier-

archically structured networks [34] . Although the respective work

contributes to seek an insight of the peculiar structure of the net-

work, there still remain limitations. The first approach is only re-

stricted to a couple of layers (i.e. domestic-global networks of fi-

nancial indicators). On the other hand, in the second approach,

the information flow from/to different layers is blocked therefore it

cannot be regarded that it utilizes the structural benefit of the net-

work. And in the third approach, the hierarchical structure of net-

work is represented as Laplacian kernels which have strong points

that it is convenient to incorporate many networks in the layered

structure as a regular form of kernel. However, if network is rep-

resented as a kernel, it is required to compensate computational

complexity since a kernel is a full-matrix. This may be a weak

point of the approach since it has to confront scalability issues.

Actually, it readily reaches N 

3 to make a graph diffusion kernel

where N is the number of nodes in a network [35,36] , which seri-

ously incurs computational burden when the layers of network are

stacked. 

One of the methods to boil down the problem is to keep graph

Laplacian intact—not converting to a kernel matrix, and directly

use it to take benefit of sparse connection of network. Graph-based

SSL works so. However, there exist no solid method that can be ap-

plied to a hierarchically structured network. In this paper, we pro-

pose two versions of SSL frameworks for a hierarchically structured

network—naïve version and its approximated version. The naïve

version solves label propagation problem through graph Laplacian

by means of well-established sparse matrix computation methods.

In its approximated version, the solution is obtained via low rank

approximation which further exploits benefit of sparsity of graph

Laplacian. And accordingly, analysis on approximation error bounds

is provided along with empirical experiments. 
The remainder of the paper is organized as the follows. In

ection 2 , the graph-based SSL for a plain network is reviewed. In

ection 3 , the method of learning a hierarchically structured net-

ork under the framework of SSL is presented. The section also de-

cribes an analysis on the algorithm and some entailed limitations.

n Section 4 , experimental results are presented, and the conclu-

ions of the study are discussed in Section 5 . 

. Graph-based semi-supervised learning 

In graph-based SSL [37] , a dataset can be represented by a

raph G ( V, E ) that consists of nodes ( V ) and edges ( E ). Given a

raph G ( V, E ) for n data points, nodes represent data points with

 = { x 1 , x 2 , . . . , x N } , and edges represent similarities between data

oints. The similarities are given by the weight matrix, W , where

lements, W ij , represent the strength of the connection between

odes x i and x j . For the label set Y = { Y l , Y u } , SSL labels Y l ∈
 −1 , 1 } for labeled nodes whereas Y u = 0 for unlabeled ones. Usu-

lly, n u � n l , for n u and n l as the number of unlabeled and labeled

ata, respectively. Through the learning process, it determines the

utput vector f = ( f 1 , f 2 , . . . , f n ) 
T b y minimizing the following

uadratic objective functional [ 37 ]: 

in 

f 
( f − y ) 

T 
( f − y ) + μ f T L f (1)

here L is the graph Laplacian [38] defined as D − W , with D =
iag( d i ) and d i = 

∑ 

j W i j . In (1) , the first term is the loss for con-

istency with actual labels for labeled nodes, and the second term

s the smoothness for consistency with the geometry of the data.

he parameter μ is for a trade-off between the two terms [37] .

ecause (1) is a convex problem, the analytical solution is easily

alculated by its partial derivative with respect to f : 

f = ( I + μL ) 
−1 Y (2)

here I is the identity matrix. 

. Proposed method 

.1. Representation of hierarchically structured networks 

Suppose there are K number of datasets that are hierarchi-

ally structured. Let G ( V, E, S ) denote the layered graph, where

 is the node set, E is the edge set, and S is the set of K lay-

rs, S = { S 1 , S 2 , . . . , S K } . With respect to K distinct layers, n k stands

or the number of data points for each layer, and hence, N =
 1 + n 2 + . . . + n k in total. Then, the weight matrix, W , is an N × N

lock tri-diagonal matrix, where diagonal blocks represent individ-

al intralayer edges, and banded diagonal blocks represent inter-

ayer edges between adjacent layers. The weight matrix contains

 K − 2 non-zero blocks with K diagonal blocks and 2 K − 2 rect-

ngular banded diagonal blocks. Fig. 1 (a) depicts a hierarchically

tructured network. Fig. 1 (b) and (c) shows structures of the cor-

esponding weight matrix and the graph Laplacian. 

.2. Naïve SSL for hierarchically structured networks 

Before applying SSL to a hierarchically structured network, it

hould first be noted that there are two types of label propaga-

ions: through edges within a layer and those between layers. To

xert control for different propagations, it is desirable to separate

he total weight matrix, W , into two parts, intrarelations and inter-

elations. Let W 

{ S p , S q } be a matrix for a sub-block of W associated

ith layer S p and S q , masking other blocks to zeros. Accordingly,
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Fig. 1. (a) A hierarchically structured network with both intralayer and interlayer connections. (b) Corresponding block tri-diagonal structure of the weight matrix. (c) 

Structure of the graph Laplacian. (d) Structure of the graph Laplacian constructed with W 

{ intra } . (e) Structure of the graph Laplacian constructed with W 

{ inter } . 
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 = 

K ∑ 

S p , S q 

W 

{ S p , S q } 

= 

K ∑ 

S p = S q 
W 

{ S p , S q } + 

K ∑ 

S p � = S q 
W 

{ S p , S q } 

= W 

{ intra } + W 

{ inter } . (3) 

Note that S p = S q denotes W 

{ S p , S q } as the weight matrix for the

ntralayer and S p � = S q for the interlayer relationship. The summa-

ion of the former becomes W 

{ intra } with K diagonal blocks and that

f the latter becomes W 

{ inter } , which consists of 2 K − 2 banded di-

gonal blocks. Accordingly, the objective function for a hierarchi-

ally structured network parallel to (1) is defined as 

in 

f 
( f − y ) 

T 
( f − y ) + f T 

(
μa L 

{ intra } + μb L 
{ inter } ) f, (4) 

here L { intra } and L { inter } are the graph Laplacians of corresponding

eight matrices. Fig. 1 (d) and (e) depicts their respective struc-

ures. Similarly, with (2) , the solution is obtained as a closed form,

f = 

(
I + μa L 

{ intra } + μb L 
{ inter } )−1 

Y. (5) 

The parameters μa ( ≥ 0) and μb ( ≥ 0) are smoothness - loss trade-

ff parameters for intraconnections and interconnections, respec-

ively. When μb = 0 ,the equation reduces to (2) . 

.3. An exact solution using matrix sparsity 

The naïve solution of a hierarchically structured network in-

olves a matrix inversion of a huge sized matrix. The computation

f (5) can be highly resource demanding, but fortunately, the ma-

rix to inverse is sparse because both L { intra } and L { inter } are sparse
lock matrices. This means it can be efficiently solved by applying

ne of the well-established inversion methods for sparse matrices.

ere, the Woodbury formula [39] was employed: 

A + U B U 

T 
)−1 = A 

−1 − A 

−1 U 

(
B 

−1 + U 

T A 

−1 U 

)−1 
U 

T A 

−1 , (6) 

here is A is an n × n invertible matrix, B is an m × m invertible

atrix, and U is an n × m rectangular matrix. 

To rewrite the right-side term in (5) using the Woodbury for-

ula, let A = I + μa L 
{ intra } , B be the identity matrix, I . Moreover,

et L { inter } be decomposed to UU 

T , where U is the incidence matrix

or the Laplacian. Here, U is an n × p matrix, where p is the num-

er of edges. In the proposed method, elements of U are defined

elow with the weight w ij : 

 ik = 

{ √ 

μb w i j if v i ∼ v j for i > j 
−√ 

μb w i j if v i ∼ v j for i < j 
0 otherwise . 

If B −1 + U 

T A 

−1 U is invertible, then, the Woodbury formula

6) works. That I + U 

T A 

−1 U is invertible is shown as follows. 

roposition. Let A = I + μa L 
{ intra } , and U be the incidence matrix of

 

{ inter } . Then, the matrix I + U 

T A 

−1 U is invertible . 

roof. To prove I + U 

T A 

−1 U is invertible, it is sufficient to show

hat it is a positive definite (PD). We first show that A is PD. The

 

{ intra } is a positive semi-definite and μa ≥ 0. By including an iden-

ity matrix, I, A becomes a PD. Therefore, its inverse A 

−1 is a PD.

rom this, we prove 

 

T 
(
I + U 

T A 

−1 U 

)
x = x T x + ( Ux ) 

T A 

−1 ( Ux ) > 0 , 

for any non-zero vector x ∈ R 

m because x T x > 0. Hence, I +
 

T A 

−1 U is invertible. 
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The solution of our naïve version (5) is rewritten as 

f = A 

−1 Y − A 

−1 U 

(
I + U 

T A 

−1 U 

)−1 
U 

T A 

−1 Y. (7)

It is interesting to see that (7) explicitly decomposes the so-

lution (5) into two parts of intralayer and interlayer connections.

The first term A 

−1 Y in (7) is exactly the same as (2) , which only

accounts for the label propagation via intralayer connections. The

remaining terms explain the effect through interlayer connections

for prediction. 

3.4. An approximated solution 

Learning for a hierarchically structured network may come with

great computational cost. In (5) , the computational cost for the re-

quired inversion is O ( N 

3 ) for the total of N data points. If layers

are continuously stacked, then the matrix to the inverse becomes

excessively large and will demand a substantial amount of com-

putational time. If this is not the case, then it is advantageous to

exploit an approximated solution because the hierarchically struc-

tured networks inherently demand greater amounts of resources

than plain networks. In (7) , the matrix A is huge but its inversion

is easily obtained because it is a block diagonal matrix. Note that

A is a combination matrix of an identity matrix and L { intra } . For

the block diagonal matrix, the inversion is used to dispose cor-

responding inversions of S k blocks on its diagonal. However, the

second term in (7) is considerably complicated because propaga-

tions through intraconnections and interconnections are entangled

in the parentheses. As previously stated, the inversion for intra-

connections is simple. Hence, L { inter } in (5) is further examined.

The banded blocks in L { inter } are rectangular because the number

of nodes in adjacent layers, S k to S k +1 , are different. Thus, inter-

connections between them are represented as a rectangular matrix

(see Fig. 1 ). 

Although there are numerous inversion algorithms [34,40–

43] for block tri-diagonal matrices, all of them are developed for

“square-banded” diagonal block matrices, which results in the in-

applicability of these algorithms to our problem. It may be re-

called that the matrix under consideration does not necessarily

have square banded diagonal blocks. Therefore, we employed the

Nyström method [44] , which is an efficient low rank approxima-

tion method applicable to any matrix with rectangular banded di-

agonal blocks provided it is positive semi-definite. The approxima-

tion is performed by randomly sampling (without replacement) N c ,

which are the columns of the original matrix. The reconstructed

matrix is calculated using the sampled column matrix. The Nys-

tröm approximation, ˆ L { inter } , is given by 

ˆ L { inter } = C Q 

−1 C T ≈ L { inter } , (8)

where C is the sampled column matrix from L { inter } , and Q is the

intersection of C and its corresponding rows in L { inter } . They are de-

fined as 

 = L { inter } S and Q = S T L { inter } S, 

respectively, where S is a sampling matrix having dimension of

N × N c , defined as 

S = 

{
S i j = 1 , if i th column is chosen for j th column of C 
S i j = 0 , otherwise . 

The Nyström method gives the benefit of reduced computa-

tional cost. The sampling size, N c , is a user specified parameter

that trades-off computational time and performance for precision.

Moreover, there are several variants and extensions of the Nys-

tröm method depending on the manner of sampling: non-uniform

sampling [45,46] or adaptive sampling [47,48] . Nevertheless, it is

known that they may come at a greater computational cost, but
ith trivial performance increase compared to uniform sampling,

hich is typically used in practice [49] . 

By (8) , the solution in (5) is approximated by 

ˆ f = 

(
I + μa L 

{ intra } + μb C Q 

−1 C T 
)−1 

Y (9)

Moreover, by matching the left-hand side of (6) with the right-

and side of (9) , i.e., B with μb Q 

−1 , and U with C , the approximated

olution for sparsity (7) becomes 

ˆ f = A 

−1 Y − A 

−1 C 

(
1 

μb 

Q + C T A 

−1 C 

)−1 

C T A 

−1 Y. (10)

.5. Approximation error bounds 

In this section, we provide the deviation bounds because of

he approximation for predictive outputs, ‖ f − ˆ f ‖ . From (5) , (8) ,

nd (9) , the deviation is incurred by the difference between

wo Laplacians, E = L { inter } − ˆ L { inter } . Additionally, if we let T = I +
a L 

{ intra } + μb L 
{ inter } , the inversion in (9) can be rewritten as 

I + μa L 
{ intra } + μb ̂

 L { inter } )−1 = ( T − μb E ) 
−1 

. (11)

Technically, the deviation arises from the scaled difference, E ,

y the parameter μb . Taking the difference of inverses between

5) and (11) , we have 

 

−1 − ( T − μb E ) 
−1 = T −1 −

(
T 
(
I − μb T 

−1 E 
))−1 

= T −1 −
(
I − μb T 

−1 E 
)−1 

T −1 

= 

(
I −

(
I − μb T 

−1 E 
)−1 

)
T −1 . 

Observing that 

 −
(
I − μb T 

−1 E 
)−1 = −μb T 

−1 E 
(
I − μb T 

−1 E 
)−1 

rom ( I − μb T 
−1 E ) ( I − μb T 

−1 E ) −1 = I, we have 

 

−1 − ( T − μb E ) 
−1 = −μb T 

−1 E 
(
I − μb T 

−1 E 
)−1 

T −1 

= −μb T 
−1 E 

(
T 
(
I − μb T 

−1 E 
))−1 

= −μb T 
−1 E ( T − μb E ) 

−1 
. 

Taking the matrix norm on both sides yields 

T −1 − ( T − μb E ) 
−1 

∥∥
p 

= μb 

∥∥T −1 E ( T − μb E ) 
−1 

∥∥
p 

≤ μb 

∥∥T −1 
∥∥

p 

∥∥( T − μb E ) 
−1 

∥∥
p 
‖ 

E ‖ p 

here ‖ · ‖ p is the induced p -norm. Thus, the upper bound is af-

ected by the column selection in the Nyström method, which is

n inherent characteristic of both the original and approximated

raphs, and the parameter μb , which controls the interlayer prop-

gation. 

In the case of p = 2 , ‖ · ‖ 2 denotes the largest singular value.

sing this we have ∥∥T −1 
∥∥

2 
= 

(
1 

λmin ( T ) 

)
= 1 

( T − μb E ) 
−1 

∥∥
2 

= 

(
1 

λmin ( T − μb E ) 

)
= 1 

here λmin ( · ) denotes the smallest eigenvalue. Thus, with the in-

uced two-norm, the bound becomes 

T −1 − ( T − μb E ) 
−1 

∥∥
2 

≤ μb ‖ 

E ‖ 2 

n which the largest bound for the matrix inverse with the Nys-

röm method is simply the induced two-norm of the deviation
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Table 1 

Performance comparison in terms of average AUC. 

(a) 3 Layers 

% of 

labels 

NH-SSL AH-SSL KB-SSL CO-SSL Plain 

network 

5 0.60 0.59 0.57 0.56 0.53 

10 0.64 0.62 0.60 0.58 0.55 

20 0.66 0.65 0.62 0.60 0.57 

40 0.69 0.68 0.64 0.63 0.59 

60 0.70 0.69 0.65 0.64 0.60 

80 0.71 0.70 0.66 0.65 0.61 

(b) 5 Layers 

% of 

labels 

NH-SSL AH-SSL KB-SSL CO-SSL Plain 

network 

5 0.63 0.61 0.58 0.56 0.53 

10 0.66 0.64 0.61 0.57 0.55 

20 0.70 0.68 0.64 0.59 0.56 

40 0.73 0.72 0.68 0.63 0.59 

60 0.74 0.73 0.69 0.64 0.60 

80 0.75 0.74 0.70 0.65 0.61 

(c) 10 Layers 

% of 

labels 

NH-SSL AH-SSL KB-SSL CO-SSL Plain 

network 

5 0.73 0.72 0.72 0.64 0.60 

10 0.76 0.75 0.74 0.67 0.63 

20 0.78 0.77 0.75 0.70 0.66 

40 0.79 0.78 0.77 0.73 0.67 

60 0.80 0.79 0.78 0.74 0.67 

80 0.81 0.80 0.78 0.75 0.68 
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caled with the parameter μb . For the bounds on the predictive

utput, we have 

 f − ˆ f ‖ 2 = ‖ T −1 y − ( T − μb E ) 
−1 

y ‖ 2 

≤ μb ‖ E‖ 2 ‖ y ‖ 2 

= μb ‖ E‖ 2 

√ 

n l . (12) 

By observing (12) , the bound can be tight as μb → 0, E → 0, or

 l → 0. The first case indicates that there are no interlayer connec-

ions, whereas the second case occurs when the Nyström method

ives an acceptable approximation for L { inter } . Note that when the

ampling size, N c , equals N , then the deviation becomes zero. For

he case n l → 0, it is advantageous to regard the proposed method

s a robust approximation, particularly for SSL, because n l is usu-

lly scarce in SSL ( n u � n l ). 

.6. Computational complexity 

The primal advantage of the proposed method is the reduc-

ion in computational cost, which comes from the use of both

he Woodbury formula and Nyström method. The former is known

o be effective when obtaining A 

−1 is inexpensive and the entire

atrix is sparse [50] . It is useful to see Fig. 1 (b) and recall that

 = I + μa L 
{ intra } from (6) . In our method, because A is a block di-

gonal matrix, computing its inverse is inexpensive. Actually, the

nverse computation is dominated by the largest layer. In addi-

ion, our matrix is block tri-diagonal and is therefore sparse, hav-

ng K 

2 − 3 K + 2 zero blocks, where K is the number of layers as

hown in Fig. 1 (b). On the other hand, the latter approximation

urther reduces the complexity of O ( N 

3 ) to O ( N c · N 

2 ), and usually,

 c  N . Therefore, the overall cost is summarized as 

 

(
( max { n 1 , n 2 , . . . , n K } ) 3 + N c · N 

2 
)

here n k denotes the size of layer S k . 

. Experiments and results 

The experimental results of the proposed method are presented

n this section. The experiment consists of an artificial dataset

nd two real-world datasets. We compare the performance of two

ersions of the proposed method, naïve hierarchical SSL (NH-SSL)

nd approximate hierarchical SSL (AH-SSL), with that of plain net-

orks, kernel-based SSL over multilayer graphs (KB-SSL) [34] , and

SL with co-linkage regularization (CO-SSL) based on [33] . For CO-

SL, although it is not directly aimed for hierarchically structured

etworks, it is still applicable in a sense that it computes similar-

ty based on co-linkage of interlayer relations between two nodes.

ccordingly, the approximation and efficiency of the proposed ap-

roximation approach are shown. 

.1. Artificial data – performance comparison 

To generate an artificial hierarchically structured network, the

ottom layer is first constructed by drawing 200 data points from

0 different Gaussian distributions. The means and variances were

andomly set ( −3 < μi < 3 , 0 < σ < 5). The half of the Gaussians

elong to ‘ + 1’ class, and ‘ −1’ class, otherwise. To pile up the suc-

eeding layers, the similar procedure was repeated for 10 different

aussians with random means and variances. The intralayer con-

ection was calculated by the following formula 

 i j = e 
−‖ 

x i −x j ‖ 

α2 

ith parameter α set as the median length of connected edges.

he edges were removed by thresholding smaller ones than

.8 × avg. W ij . In order to create interlayer connections between

djacent layers, 20 data points were selected from the upper layer
nd connected to the k-nearest neighbors of the lower layer, be-

onging to the same class; k was set to 10. The number of layers

aried over 3, 5, and 10. The parameters μa and μb in (5) and

9) were determined after validating all the combinations of ( μa ,

b ) in the range of {0.01, 0.1, 1, 10, 100} × {0.01, 0.1, 1, 10, 100}.

he number of sampled columns, N c , in (9) was set as 20% of N .

he results were obtained with different portions of labeled data

oints, 5%, 10%, 20%, 40%, 60%, and 80% for each layer. There-

fter, the two versions of the proposed method, NH-SSL and AH-

SL, were compared with plain networks, KB-SSL, and CO-SSL. The

erformance was measured by the area under receiving operating

haracteristic curve (AUC) [51] , and the entire experiment was re-

eated 100 times. 

The overall results are shown in Table 1 . First, it is seen that hi-

rarchically structured networks achieved better performance that

lain networks. The pairwise comparison of AH-SSL/NH-SSL with

he plain network showed a statistically significant difference (both

 -values are less than 0.0 0 01). Meanwhile, when we compare the

roposed method with other methods (in third and fourth col-

mn), both NH-SSL and AH-SSL achieves higher average AUC val-

es. This conveys that the proposed method takes hierarchical

tructure of the network more effectively than other relevant al-

orithms. It is also notable to see that both comparing algorithms

utperform the plain network, which portrays the benefit of using

ierarchically structured networks. 

Fig. 2 presents the individual AUC comparison for 100 experi-

ents for 3, 5, and 10 layers. A point in the scatter plot located

bove the diagonal line means that the algorithm on the verti-

al axis performs better. The figure shows that most of the dots

ie slightly above the diagonal line. This implies that in compari-

on between AH-SSL and NH-SSL, although it is observed that the

UCs of the former were slightly higher than those of the latter,

he gap is trivial ( p -value = 0 . 23 ). Thus, AH-SSL is compatible with

H-SSL in practice, particularly when execution time becomes a

ritical factor. 
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Fig. 2. Individual AUC comparison for NH-SSL and AH-SSL. Dots above diagonal line 

indicate higher AUC on the y -axis. Most of the dots lie slightly above the diagonal 

line. 

Table 2 

Computation time comparison between NH-SSL and 

AH-SSL. 

Number of layers NH-SSL ( 10 −4 ) AH-SSL ( 10 −4 ) 

2 2.58 39 

5 10 19 

10 30 45 

20 250 87 

50 2400 450 

100 12,400 1600 

200 71,200 6300 

500 1,216,300 128,500 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

 

Fig. 3. Computational time comparison between NH-SSL and AH-SSL. The gap be- 

tween the two methods increases with the increase in the number of layers. (For 

interpretation of the references to color in this figure legend, the reader is referred 

to the web version of this article.) 
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4.2. Artificial data – computation time comparison 

The computational time (in seconds) of AH-SSL was compared

with that of NH-SSL. We randomly generated block tri-diagonal

weight matrices for 2, 5, 10, 20, 50, 10 0, 20 0, and 50 0 layers, each

with 25–50 nodes. 

Table 2 summarizes the computational time comparison be-

tween the two versions of the proposed method, and Fig. 3 depicts

the results. The blue line represents NH-SSL, and red, AH-SSL. The

gap in computational time increases with respect to the increase

in the number of layers. Approximately, a one-fold magnitude dif-

ference was observed for 500 layers. This suggests that AH-SSL has

the advantage of scalability. 

4.3. Real-world problem I: disease co-occurrence prediction 

The AH-SSL was applied to the prediction problem of co-

occurring diseases. The hierarchical network consists of two lay-

ers of 1015 diseases and 319 symptoms. Table 3 summarizes the

data with their sources. The disease layer was constructed by us-

ing information on shared proteins between diseases. Technically,

a disease x i is represented as a bit vector sized as 15,777 dimen-

sions, with each bit indicating the existence of a relation between

a protein and the disease. To calculate the intralayer relation of
he disease layer, the Tanimoto similarity was used between two

isease vectors, x i and x j : 

 i j = 

x i · x j 

‖ 

x i ‖ 

2 + 

∥∥x j 
∥∥2 − x i · x j 

. 

The symptom layer was similarly built; 319 symptoms were

epresented as 1015 dimensional vectors. Each bit of the vec-

or indicates diseases accompanying the symptom. The intralayer

elation of the symptom layer was similarly calculated by us-

ng the Tanimoto similarity between two symptom vectors. For

onnections between the two layers, we simply used the pres-

nce/absence (1/0) of symptoms reported for a disease. Noting that

 symptom can appear in multiple diseases, and vice versa, the

onnection can either be an n -to-1 or a 1-to- n mapping. The den-

ity of the Laplacian matrix, L , is 22%, where 17% is from L { intra } and

% is from L { inter } . Fig. 4 (a) depicts the network of symptoms and

iseases. 

The prediction performance was measured on the disease layer.

ith the fixed labeled data portion in the bottom layer, the in-

ervention from the top layer was controlled; 20% of the disease

ere labeled and fixed, and the portion of employed symptoms

ere varied from 0 to 100% at an interval of 20%. Note that a 0%

ymptom disease network means the plain network. Optimal val-

es of μa and μb were searched over {0.01, 0.1, 1, 10, 100} × {0.01,

.1, 1, 10, 100}. Approximately, 10% of N was set as the value of

 c . The performance of the proposed method was compared with

hat of KB-SSL, and CO-SSL, in which experiment was repeated

0 times. 

The overall results are shown in Table 4 . For plain network

nd CO-SSL, there is only one AUC value as it is invariant to the

umber of labels in different layers. By examining the second and

hird column, every increase in the intervention portion from the

ymptom layer resulted in higher AUC for the proposed method

ompared to plain network. Specifically, 20% of the intervention

ad already led to an improved AUC than that without interven-

ion and the full intervention led the network to attain up to 0.74

UC. Moreover, both NH-SSL and AH-SSL achieved higher AUC than

B-SSL and CO-SSL from the 20%, and 60% intervention, respec-

ively. Note that even one additional layer laid on the plain net-

ork improved performance in this experiment. This result con-

olidates the advantages of using hierarchically structured network

able 4 . 
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Table 3 

Summary of data: symptom-disease hierarchical network. 

Data Number of data Sources 

Symptom-Disease 319 symptoms/1015 diseases Supplementary information in [52] 

Disease-Protein 1015 diseases/15,777 proteins CTD, GAD, OMIM, PharmGKD, TTD 

Disease Prevalence 1015 diseases HuDiNe 

Fig. 4. Network diagrams for real-world datasets: (a) Two-layered hierarchically 

structured network of symptoms and diseases. (b) Three-layered hierarchically 

structured network consisting of people in contemporary era of political purges in 

medieval Korea. 
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Table 4 

Performance comparison for disease co-occurrence prediction. 

% of labeled 

symptoms NH-SSL AH-SSL KB-SSL CO-SSL 

Plain 

network 

20 0.63 0.62 0.57 

40 0.67 0.64 0.60 

60 0.69 0.68 0.63 0.67 0.59 

80 0.72 0.70 0.65 

100 0.74 0.73 0.68 
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.4. Real-world problem II: political party classification 

One of the interesting applications of the proposed method may

e a study on history. An era/regime of a certain dynasty can be

epresented as a human network of contemporary people. More-

ver, the network is interconnected to human networks of ances-
ors or offspring. In our experiment, the proposed method was ap-

lied to the classification of politicians during tragic purges, such

s Sayukshin Incident (1456), MuoSahwa (1498), and GimyoSahwa

1519), in medieval Korea. The network was composed of three lay-

rs arranged in chronological order, each of historical figures dur-

ng those periods. Table 5 summarizes the data and their sources.

or both intralayer and interlayer connections, ancient literature on

enealogy was used. The degree of kinship, k ij , between persons i

nd j was converted to the similarity W ij by 

 i j = 

{
2 

1+ e k i j 
, 

0 , 

if k i j < 9 , 

otherwise . 

The edge has higher values for close relatives and lower val-

es for far relatives. The experiment was repeated 100 times. For

ach of the purges, p = 5%, 10%, 20%, 40%, 60%, 80%, 100% of la-

els were assigned to three other layers. For instance, if we were

o measure performance on GimyoSahwa (the bottom) layer, labels

n other two layers (Sayukshin Incident, and MuoSahwa) were var-

ed according to the percentages. Then, 5-fold cross validation AUC

as calculated as a performance measurement. The combinations

f ( μa , μb ) were determined in the range of {0.01, 0.1, 1, 10, 100}

{0.01, 0.1, 1, 10, 100} and the number of sampled columns in

9) , N c , was set as 10% of N . For comparison, performances of plain

etwork, KB-SSL, and CO-SSL were also measured. 

The overall AUC values for each of the purges are shown in

ig. 5 . For plain network and CO-SSL, there is only single aver-

ge AUC value, since the value does not vary with respect to the

umber of labels in other layers. For single networks and CO-SSL,

UC values are not too much distant from simple random guess-

ng (AUC = 0.5). Although problems on the study of history are

ot easily predictable, the results indicate the ‘no need to use’

he prediction algorithm. On the other hand, when ancestor net-

orks are employed, the performance increased up to an aver-

ge of 0.85 AUC, in the case of MuoSahwa. These results indi-

ate the potential use of the hierarchical network on such difficult

roblems. 

Fig. 6 (a) presents the individual AUC comparison. Most of the

ots are above the diagonal line. The NH-SSL is marked with red

riangles and AH-SSL is marked with blue circles. From the fig-

re, the proposed method outperformed KB-SSL. Similarly, from

ig. 6 (b), most dots align slightly above the diagonal line, indicat-

ng that AUC values of AH-SSL are lower than, but similar to the

alues of NH-SSL. This consolidates the compatibility of AH-SSL on

istorical data. 
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Fig. 5. Overall performance comparison for three purges, (a) Sayukshin Incident (b) MuoSahwa, and (c) GimyoSahwa. The results show the better performance of using 

hierarchically structured networks. 
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Table 5 

Summary of data: hierarchical network of historical figures. 

Data Number of data Sources 

Historical Figures 9580 People Genealogy of the Andong Gwon [53] and Munhwa Yoo [54] clans 

Political Parties 355 People The Annals of Joseon Dynasty ( http://sillok.history.go.kr ) 

Fig. 6. (a) AUC for the NH-SSL and AH-SSL against KB-SSL. NH-SSL is marked with red triangles and AH-SSL is marked with blue circles. (b) AUC for the AH-SSL against 

NH-SSL. The left figure shows a better performance of the proposed methods compared to KB-SSL. The right figure consolidates the compatibility of AH-SSL, with most dots 

aligning slightly above the diagonal line. (For interpretation of the references to color in this figure legend, the reader is referred to the web version of this article.) 
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. Conclusion 

A hierarchically structured network benefits from the propaga-

ion of labels from one layer to another, providing additional infor-

ation for predictions of interest. Such cases arise in several do-

ains of study, including bioinformatics, history, financial domain,

nd social networks. 

In this paper, we presented two versions of SSL algorithms for

he hierarchically structured network—the naïve and approximated

ersions. The naïve algorithm solves the label propagation prob-

em by facilitating the existing method for matrix sparseness. How-

ver, the structure, which stacks layers upon layers, incurs not only

igh sparsity, but also computational complexity and scalability.

ence, to resolve these difficulties, an approximation version was

roposed. The approximation algorithm can reduce computational

omplexity and is therefore scalable. As most approximation algo-

ithms tradeoff complexity and accuracy, the proposed approxima-

ion version similarly sacrifices a certain amount of accuracy. First,

he error bound of the algorithm was analyzed, and thereafter, its

omplexity was presented. The approximation version reduces to

he naïve version when its hyper-parameter is specified. The fore-

oing experiments on artificial and real-world problems validated

he proposed algorithms. Moreover, the overall results indicate that

n terms of predictions, the hierarchically structured network al-

ays outperforms the ordinary network. It was observed that the

ap in accuracy between the naïve and approximation versions ap-

ears trivial. 

It is regarded that the contribution of this study is related to

ts consideration of interconnections beyond intraconnections. It is

ignificant that label information can be propagated to other net-

orks in different layers by means of the proposed method. 

However, a number of limitations, including future works, need

o be addressed. First, in the approximation version, the sampling

ize ‘ N c ’, which weighs on the loss of accuracy and reduction

f complexity, is critical. Accordingly, considerable analyses and
euristics on the selection of its value should be further conducted.

econd, it is required to further exploit additional domain prob-

ems. For instance, a check on whether the network-based time-

eries prediction is well suited to the proposed algorithm needs

o be performed. In this regard, we believe that there are grow-

ng opportunities across diverse domains. Third, the integration of

ultiple hierarchical networks when multiple channels of data are

iven is reserved for our future study. 
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