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A B S T R A C T

Customers’ evaluations on products can be derived by analyzing online reviews using machine learning.
Positive or negative responses can be sensed by words they write in reviews, and topics they compliment or
complain about can be grasped by clustering reviews. Combination of those results is regarded as the customers’
sentiment analysis. When reviews are given as free-form text without scores, general-purpose dictionaries are
used to recognize sentiment words. However, customers do not only use standard words to express their
emotions, but they also use non-grammatical language such as internet jargon. Unfortunately, existing methods
cannot capture those sentiment words. Moreover, combination of sentiment words with customer topics simply
represents frequencies and does not indicate detailed evaluation patterns. In this study, we propose a customer
sentiment analysis method consisting of sentiment propagation and customer review analysis. It works more
sensibly by expanding sentiment words from dictionary to those varying words as mentioned above. To
implement this, semi-supervised learning is employed to a word graph that is constructed by a word embedding
algorithm. Using this more sensible word graph, customer review analysis is conducted. Reviews are grouped
into major complaint topics. Meanwhile, an index for customer dissatisfaction is designed by composition
of ‘controversy’ and ‘complaint’. The former stands for ‘coverage of dissatisfaction’ while the latter indicates
‘degree of dissatisfaction’. The proposed method was applied to 3,11,550 reviews across five automobiles from
ten internet communities. Case study illustrates which parts of automobiles lead to customer dissatisfaction,
and therefore where investment and examination are required.
. Introduction

Customers write online reviews regarding their experience with
urchasing and using a product (Chung and Tseng, 2012; Hou et al.,
019). From the quality of a product to its follow-up services, customers
valuate all parts of a product in detail (Moghaddam and Ester, 2012).
s the numbers of Internet communities and review websites have

ncreased, a vast amount of online reviews has been accumulated in
arious domains. Hence, it has become easier to identify customers’
valuations by analyzing reviews through text mining methods. For this
urpose, sentiment analysis and topic modeling are typically utilized.
entiment analysis classifies words into positive or negative by focusing
n emotions in the text (Liu and Zhang, 2012), and topic modeling
lusters customer reviews into major issues using probabilistic models.
hose results are combined and then regarded as customers’ sentiment
nalysis. To implement this process accurately and efficiently, each
ethod has the important consideration. In sentiment analysis, the

onstruction of a lexicon is the most important task in that the lexicon
erves as the criteria for the words’ sentiment classification (Tang
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et al., 2009). Existing methods for constructing lexicons are divided
into two categories according to the types of reviews; scored reviews
and free-form reviews.

In case of sentiment analysis for scored reviews, each review has
a rating with scores or stars which indicate the level of customer
evaluation. By utilizing score information as labeled data, various
supervised-learning algorithms are applied to sentiment analysis for
scored reviews. Those analyses classify words’ sentiments more accu-
rately and efficiently than human baselines in various domains, such as
movies (Chaovalit and Zhou, 2005; Pang et al., 2002) and automobiles
(Gamon et al., 2005). However, the performance of existing methods
is not guaranteed when they are applied to free-form reviews that
are not in the form of scores or Likert scales. This limitation is even
more important because the amount of data in free-form reviews is
much more than that of scored reviews. In the case of sentiment
analysis for free-form reviews, the words’ sentiment classification is
generally performed by referring to a general-purpose sentiment dic-
tionary. During the algorithm learning process, the cited dictionary is
utilized as label information. Many sources are typically used, including
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SentiWordNet (Baccianella et al., 2010) and the Dictionary of Affect in
Language (DAL) (Whissell, 1989). Therefore, as they are not limited
to the existence of scores in reviews, the existing methods used for
free-form reviews have more flexible ranges of analysis (Yi et al., 2003).

However, sentiment analysis of free-form reviews has less sensi-
ble aspects. Due to the application of already constructed sentiment
dictionaries, the domain properties of reviews cannot be sufficiently
reflected during the words’ sentiment classification. Consider the words
with positive and negative sentiments that often appear in ratings of
customer reviews. For example, as shown in Fig. 1, suppose that seven
words are given: ‘terrific’, ‘good’, ‘interesting’, ‘acceptable’, tolerable’,
‘bad’, and ‘terrible’. In this example, ‘terrific’ and ‘good’ are clearly
positive words, while ‘bad’ and ‘terrible’ are clearly negative words.
However, ‘interesting’, ‘acceptable’, and ‘tolerable’ are somewhat in-
termediate, and their sentiments may differ depending on context. To
evaluate a student’s report, if a teacher says ‘interesting’, it may mean
‘it is (almost) excellent’ or it may stand for ‘it is only average or below
average (but I do not want to hurt you).’. To determine the true mean-
ing of a teacher’s use of ‘interesting’ (https://dictionary.cambridge.org/
dictionary/english/interesting), one possible method involves looking
into what teacher has said in the past when evaluating students’ work.
Consequently, implicit sentiments of words for positive and negative
may be different domain-specifically and contextually.

There is another less sensible aspect in topic modeling. Topic mod-
eling clusters reviews into customers’ major issues using probabilistic
models. Then, sentiment words are applied to the customers’ topics.
However, this combination only represents simple frequencies, and
does not capture detailed patterns of customers’ evaluation. Most free-
form reviews are written when customers face some inconvenience or
have questions about a product (Hennig-Thurau et al., 2004; Sen and
Lerman, 2007; Sparks et al., 2016). Therefore, a company assesses cus-
tomers’ reviews to observe their needs and responses to the company’s
product. By some reviews, a part of a product can be fixed, replaced,
or renewed. And consequently, it leads to quality improvement of the
entire product. It may be efficient to raise customers’ satisfaction if
the part is preferentially investigated and improved which is related
to highly controversial and strongly complained topics in reviews. Note
that in reviews, people seldom directly use the exact name of the part in
question because they do not know what it is or because they simply
omit it. Consequently, major topics are firstly exploited from review
documents, and later they are related to the corresponding parts of a
product.

In this study, we propose a machine learning-based customer sen-
timent analysis method with more sensibility. As shown in Fig. 1,
the proposed method includes two processes: sentiment propagation
and customer review analysis. First, sentiment propagation expands
and refines words’ sentiments reflecting their contextual usages in real
domains. Through this process, words in reviews are classified into
positive or negative sentiments. Next, we perform customer review
analysis based on sentiment propagation. As a result, three indices
are derived: controversy, complaint, and dissatisfaction. These indices
focus on negative feedback, taking into account that voice of customer
(VOC) represents more complaints than praise (Fornell and Wernerfelt,
1987; Pyon et al., 2010). In particular, the property of VOC appears
more readily apparent in the online communities, and as a result, most
opinions on the product appear negatively in the form of texts about
malfunctions, complaints, and questions (Cho et al., 2002; Coussement
and Van den Poel, 2008). The proposed indices are designed to well re-
flect these properties by indicating the intensity and range of how much
more negative feedbacks stand out than positive feedbacks. Controversy
indicates ‘‘how often are the topics raised?’’. If a certain topic has a high
degree of controversy, it means that the topic is concerned by most
reviewers or people. Complaint indicates ‘‘how severely is the topic
complained about?’’. If a certain topic is strongly negatively complained
about relative to other topics in review documents, it has to be seriously
regarded, since customers’ dissatisfaction is mostly likely to be incurred
2

by it. The combination of controversy and complaint can be used as
a measure indicating the degree of negative customer evaluation over
products or services; this composite index is denoted as dissatisfaction.
These indices can inform the priority for all parts of a product and the
customer evaluation patterns.

2. Proposed method

2.1. Sentiment propagation

2.1.1. Word graph construction
A graph is a useful method for representing relationships between

words. It is relatively simple to represent a graph of the similarity be-
tween words in the lexicographic sense. However, in a certain context
of real-world, if two words are frequently used and replaceable, there
may be similarities between them. To reflect the contextual semantic
meaning of a word in similarity measurement, the meaning of the word
in the context must first be inferred from a large amount of text data.
To do this, Word2Vec (Mikolov et al., 2013a) can be used to vectorize
words and numerically measure similarities between words. In this
word graph, words that are similar not only ‘lexicographically’ but also
‘contextually’ are closely connected.

Word2Vec: Every word is quantified as a vector with the skip-gram
odel of Word2Vec, which is a neural network-based word embedding
ethod. In the skip-gram model, embedding utilizes the context of
ords and the surrounding words (Mikolov et al., 2013b). First, as

hown in Fig. 2(a), each word is vectorized by one-hot-encoding, and
neural network with one hidden layer ℎ is constructed. The number

of units in the hidden layer 𝑑 indicates the number of dimensions to be
vectorized. Then, the 𝑖th word 𝑤𝑖 is placed in the input layer, and the
urrounding 2𝑘 words from 𝑤𝑖−𝑘 to 𝑤𝑖+𝑘 are placed in the output layer,
here 𝑘 is the window size as a model hyperparameter. The weight
arameter 𝑃(|𝑊 |,𝑑) connects each word of the input layer and the hidden
ayer, and this parameter is shared during the learning process. After
he learning, 𝑃(|𝑊 |,𝑑) is derived as the result of Word2Vec. Fig. 2(b)
hows embedded vectors of words in the toy example in Fig. 1. In
his figure, vectors have similar patterns when the words involved are
ontextually similar.
Word graph: From the embedded word vectors, a word graph 𝐺 =

𝑊 ,𝑆) is constructed. The node set 𝑊 corresponds to words and the
dge set 𝑆 corresponds to the similarity. The similarity is calculated by
he Gaussian function in (1), where 𝑠𝑖𝑗 indicates the similarity between
ord vectors 𝑤𝑖 and 𝑤𝑗 , respectively corresponding to the 𝑖th word
nd the 𝑗th word. The similarity has the range from 0 to 1, where
larger value indicates more similarity in meaning and a higher fre-

uency of co-occurrence. Therefore, the word graph quantifies domain
haracteristics in that similar words are more strongly connected.

𝑖𝑗 =

⎧

⎪

⎨

⎪

⎩

𝑒𝑥𝑝(− ‖

‖

‖

𝑤𝑖 −𝑤𝑗
‖

‖

‖

2
∕𝜎2) 𝑖𝑓 𝑖 ∼ 𝑗

0 𝑜𝑡ℎ𝑒𝑟𝑤𝑖𝑠𝑒
(1)

.1.2. Sentiment label propagation
Next, words are classified into positive or negative that are repre-

ented as sentiment label +1 or −1, respectively. When the sentiment
s propagated from words to words through the edges of a graph,
ords with ambiguous sentiment can be clearly classified. For this

ask, it is useful to employ graph-based semi-supervised learning. Semi-
upervised Learning (SSL) utilizes the similarity between data in the
nput space to determine the class label for each point of data. A
ell-known trait of SSL is that the algorithm can be applicable even
ith very small labeled data sets. This is because of its smoothness or

luster assumption, which describes that the predicted labels of nodes
re assimilated with those of labeled ones nearby. This fits well with
ur situation, where sentiment labels of words should be similar if they
ave similar purpose and usage, in other words, if they are contextually

https://dictionary.cambridge.org/dictionary/english/interesting
https://dictionary.cambridge.org/dictionary/english/interesting
https://dictionary.cambridge.org/dictionary/english/interesting
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Fig. 1. Schematic description of the proposed method.
Fig. 2. Skip-gram model of Word2Vec and its toy example.
similar. The process of label selection and propagation for unlabeled
data is described in detail below.

Label selection: By citing a general-purpose sentiment dictionary,
the ground truth label is selected as a small number of words. The
label set has a clear definition and consistency in domain changes,
and it is thereby used as the criteria for sentiment classification of
other words. In this study, we cite the Korean Sentiment Analysis
Corpus (KOSAC) (Shin et al., 2012) in which three researchers manually
analyzed newspaper articles for the classification and the validation of
words’ sentiments as positive or negative. With denoting a word set
of KOSAC by 𝐿, the label set is defined by the intersection of 𝐿 and

. Therefore, node set 𝑊 is divided into a labeled subset 𝑊 𝑙 and an
nlabeled subset 𝑊 𝑢. Then, 𝑌 𝑙 and 𝑌 𝑢 are defined as sets of numerical
alues of 𝑊 𝑙 and 𝑊 𝑢, respectively, by denoting positive words as +1,
egative words as −1, and unlabeled words as 0.
Graph-based semi-supervised learning: Words’ sentiments are de-

ived by applying graph-based semi-supervised learning (GSSL) (Bengio
t al., 2006; Chapelle et al., 2006; Kim et al., 2019; Lee et al., 2018;
hin et al., 2013; Zhu and Ghahramani, 2002). With the given label set
𝑙, the sentiment labels of words 𝑓 =

{

𝑓1, 𝑓2,… , 𝑓
|𝑊 |

}𝑇 are determined
y minimizing the following quadratic objective functional (Bengio
t al., 2006):

in
𝑓

(𝑓 − 𝑌 )𝑇 (𝑓 − 𝑌 ) + 𝜇𝑓𝑇𝐿𝑓 (2)

here 𝐿 is the graph Laplacian defined as 𝐷 − 𝑆, with 𝐷 = 𝑑𝑖𝑎𝑔
(

𝑑𝑖
)

nd 𝑑𝑖 =
∑

𝑗 𝑠𝑖𝑗 . In (2), the first term is the loss for consistency with
ctual labels for labeled nodes, while the second term is the smoothness
or consistency with the geometry of the data. The parameter 𝜇 is for

trade-off between the two terms. Because (1) is a convex problem,
3

Fig. 3. Toy example for graph-based semi-supervised learning.

the analytical solution is easily calculated by its partial derivative with
respect to 𝑓 :

𝑓 = (𝐼 + 𝜇𝐿)−1𝑌 (3)

where 𝐼 is the identity matrix. As a result, the unlabeled words 𝑊 𝑢 are
classified into positive or negative sentiments when they are connected
with stronger and larger numbers of edges to the labeled word with
𝑌 𝑙 = +1 (or 𝑌 𝑙 = −1). This means that similar words are classified into
the same label.
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Fig. 3 shows the result of a toy example with the application of
SSL. In the graph of the seven words, ‘terrific’ and ‘good’ are labeled
s positive (+1) while ‘terrible’ and ‘bad’ are labeled as negative (−1).

Every edge is calculated by (1) based on the embedded vectors in
Fig. 2(b). As a result of sentiment label propagation, the unlabeled
words, ‘interesting’ and ‘tolerable’, are classified with the same sen-
timent as their labeled neighbor words. In the case of ‘acceptable’, it
roughly seems to be located in the neutral position. Consequently, the
edges of ‘acceptable’ are more strongly connected with positive words,
so the word is classified as positive.

2.2. Customer review analysis

Customer review analysis, following the result of sentiment label
propagation, is performed by mutually comparing negative feedbacks
with positives on whole parts of a product. Each part of a product is
derived as a topic, and the sentiments of the words are applied. As
a result, three indices, controversy, complaint, and dissatisfaction, are
erived to further highlight negative feedbacks. Controversy indicates

‘how often are the topics raised?’’. If a certain topic has a high degree
f controversy, it means that the topic is discussed by most reviewers
r people. Complaint indicates ‘‘how severely is the topic complained
bout?’’. If a certain topic is strongly negatively complained about
elative to other topics in review documents, it has to be seriously
egarded, since customers’ dissatisfaction is likely to be incurred by
t. The combination of controversy and complaint can be used as a
easure indicating the degree of negative customer evaluations on
roducts or services; this composite index is denoted as dissatisfaction.
Controversy: To derive each part of a product as a topic, we

pply latent dirichlet allocation (LDA), which is the most popular topic
odeling algorithm (Blei et al., 2010, 2003). As a result, LDA derives
topics, each of which is composed of 𝑚 keywords. We denote 𝑡𝑖

s the 𝑖th topic, 𝑘𝑖 =
{

𝑘1𝑖 , 𝑘
2
𝑖 ,… , 𝑘𝑚𝑖

}

as the keyword set of 𝑡𝑖, and
𝑖 as the summation of frequencies for all keywords in 𝑡𝑖. Hence, 𝑐𝑖
ndicates ‘‘how often is the 𝑡𝑖 raised?’’ Next, we calculate 𝑐𝑜𝑛𝑡𝑟𝑜𝑣𝑒𝑟𝑠𝑦𝑖
sing (4), which denotes the controversy of 𝑡𝑖, with a sigmoid function
or standardizing the frequency. Such post-processing methods prevent
he controversy from shifting when a topic has substantially higher or
ower frequency than others.

𝑜𝑛𝑡𝑟𝑜𝑣𝑒𝑟𝑠𝑦𝑖 = 𝑠
( 𝑐𝑖 − 𝜇𝑓

𝜎𝑓

)

, 𝑠 (𝑥) = 1
1 + 𝑒−𝑥

(4)

where 𝜇𝑓 and 𝜎𝑓 are the average and the standard deviation of all
frequencies

{

𝑐1, 𝑐2,… , 𝑐𝑛
}

, respectively.
Complaint: Customers’ evaluation of each topic of a product is

erived by measuring the co-occurrence by applying each keyword to
entiment words. For positive evaluation, 𝑝𝑖 is the co-occurrence be-
ween 𝑘𝑖 with 𝑊 𝑝, and for negative evaluation, 𝑛𝑖 is the co-occurrence
etween 𝑘𝑖 with 𝑊 𝑛. Then, we define the negative bias of sentiment
or 𝑡𝑖 as 𝑏𝑖. When the bias is high, it indicates that 𝑡𝑖 is negatively

evaluated more than other topics. The complaint of 𝑡𝑖, 𝐶𝑜𝑚𝑝𝑙𝑎𝑖𝑛𝑡𝑖, can
be calculated as (5) with standardization of all biases

{

𝑏1, 𝑏2,… , 𝑏𝑛
}

.

𝐶𝑜𝑚𝑝𝑙𝑎𝑖𝑛𝑡𝑖 = 𝑠
(

𝑏𝑖 − 𝜇𝑏
𝜎𝑏

)

, 𝑏𝑖 =
𝑛𝑖
𝑝𝑖

(5)

where 𝜇𝑏 and 𝜎𝑏 are the average and the standard deviation of all biases
𝑏1, 𝑏2,… , 𝑏𝑛

}

, respectively.
Dissatisfaction: The controversy and the complaint are combined

o measure the degree of negative customer evaluation. We denote
his composite index as dissatisfaction. Higher dissatisfaction indicates

higher degree of customer dissatisfaction and a larger number of
ustomers. Dissatisfaction for 𝑡𝑖 is derived by multiplying 𝑐𝑜𝑛𝑡𝑟𝑜𝑣𝑒𝑟𝑠𝑦𝑖
nd 𝑐𝑜𝑚𝑝𝑙𝑎𝑖𝑛𝑡𝑖 as follows:

𝑖𝑠𝑠𝑎𝑡𝑖𝑠𝑓𝑎𝑐𝑡𝑖𝑜𝑛 = 𝐶𝑜𝑛𝑡𝑟𝑜𝑣𝑒𝑟𝑠𝑦 × 𝐶𝑜𝑚𝑝𝑙𝑎𝑖𝑛𝑡 (6)
𝑖 𝑖 𝑖 n

4

able 1
ata description.
Automobile Number of data Percentage

Compact sedan 93,354 30
Midsize sedan 133,434 43
Executive sedan 12,212 4
Luxurious sedan 32,573 10
Large SUV 39,977 13

If many topics have similar dissatisfaction values, a second investiga-
tion may be required. Therefore, we additionally derive the controversy-
complaint quadrant as a supplementary indicator. It dissects the values
of dissatisfaction and scatters the topics onto the quadrant, similar
to importance-performance analysis (Martilla and James, 1977). This
allows decision makers to prioritize the complaint topics and identify
which topics are frequently raised by customers. This makes it possible
to perform intuitively comparative analysis and clearly distinguish
customer evaluation patterns (Chen and Ann, 2016; Lee, 2015; Yin
et al., 2016).

3. Results and discussion

3.1. Data

In this study, reviews for automobiles were analyzed. Five automo-
biles from a Korean motor company in 2017 were selected: a compact
sedan, a mid-size sedan, an executive sedan, a luxury sedan, and a large
crossover SUV. For each automobile, the top two Internet communities
were selected as data sources according to the number of members.
In total, 311,550 reviews were collected via the web crawling of 10
internet communities, and Table 1 shows a data description. Due to
the privacy concern, the sources of the internet communities cannot be
disclosed; however, they may be provided on demand with automobile
information masked.

3.2. Results for sentiment propagation

3.2.1. The graph of sentiment words
First, 62,486 words were embedded into 100-dimensional vectors

with the skip-gram model of Word2Vec. Then, a word graph was
constructed of 10,390 words that appeared in more than 100 reviews.
Among them, sentiments of the label set were made up of 930 positive
words and 1,030 negative words referring to KOSAC.

From the 1,960 labeled words, sentiments were propagated to the
remaining 8,430 unlabeled words. As a result, 10,390 whole words
were classified into 4,930 (47.4%) positive words and 5,460 (52.6%)
negative words. Fig. 4 shows the subset of the word graph that com-
pares the sentiment of words before and after sentiment propagation.
Fig. 4(a) shows the original word graph, where only 18.9% of words
have sentiments and the rest are unlabeled, whereas Fig. 4(b) shows
the resulting word graph where every word takes on either a positive or
negative sentiment. The extension of the word set of sentiments allows
us to elucidate customers’ hidden sentiments in free-form reviews by
assigning sentiments to ambiguous or vague words.

3.2.2. Comparison results
To validate sentiment propagation, experiments were performed

for comparison with the results achieved by artificial neural networks
(ANN) (Abraham, 2005; Bishop, 1995) and support vector machines
(SVM) (Schölkopf et al., 2002; Shin and Cho, 2006; Suykens and Van-
dewalle, 1999). As a performance measure, the area under receiving
operating characteristic curve (AUC) was applied to 1,960 labeled
words of five-fold cross validation with 100 times repetitions. The
values of the parameters of each algorithm were adjusted for the best
results. In GSSL, the density of the word graph was adjusted using the 𝜀-

earest neighbor (𝜀NN) and the k-nearest neighbor (kNN) methods. The
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Fig. 4. Comparison for sentiment information in subsets of word graphs.
NN connects nodes to edges where the similarity is larger than 𝜀, and
he kNN connects only the most similar k nodes to edges. In ANN, we
et a hidden layer, then adjusted the number of hidden nodes. In SVM,
e adjusted the kinds of kernels. Linear, polynomial, and Radial Basis
unction (RBF) kernel were compared, and especially, there were three
olynomial kernels subdivided by different degrees. For the validity of
entiment propagation, we performed additional experiments with two
enchmark Korean review datasets: Movie (https://movie.naver.com/)
nd Game (https://store.steampowered.com/) including 200,000 and
00,000 short reviews, respectively. Table 2 shows the AUC results with
he various parameters of each algorithm. As a result, GSSL showed the
est performance from all datasets. In our dataset (Automobile), GSSL
howed 0.981 AUC with the kNN method at k = 20. By contrast, ANN
howed 0.724 AUC with 90 hidden nodes and SVM showed 0.974 AUC
ith the RBF kernel. In the same manner, proposed method performs
ell for two benchmark datasets. Through comparison experiments, it

s shown that the proposed method performs highly accurate sentiment
lassifications.

In addition, we examined words’ sentiment between domains.
irstly, the automobile dataset was divided into five subsets according
o each automobile. After that, we had seven datasets from different
omains: fives were homogeneous and the rest of them were heteroge-
eous. Next, sentiment label propagation was performed, and common
ords which are included in every domain were picked out. Finally,

hose sentiments were compared by correlation analysis and the results
re shown in Fig. 5. It was remarkable that five automobile domains
ighly correlated each other. On the other hand, heterogeneous do-
ains, movie and game dataset, showed different words sentiment.
s the purpose of the proposed method was sentiment classification

hat reflects the domain characteristics well, the experimental results
ndicates that the purpose has been well achieved.

.2.3. Case study
We further examined case examples for the results of sentiment

ropagation to identify if the proposed method reflected the domain
roperties of the reviews. The case examples considered were selected
rom the types of Internet jargon that are frequently used in automobile
eviews. The examples are shown in Fig. 6 along with actual reviews. As
positive case, we selected ‘‘force’’, which implies in Korean ‘‘a feeling
f strong impression’’ and is used to describe appearance. Through
ctual reviews in Fig. 6(a), it can be seen that ‘‘force’’ in the automobile
5

Fig. 5. Correlation graph for comparison of word’s sentiment between domains.

domain is used to describe the color of a body or the wheels. ‘‘Force’’
depicts strong and masculine images that emerge in black color. In
addition, ‘‘luxurious’’ and ‘‘force’’ are often referred to together with a
darker color along the lines of gray. It can be seen that ‘‘force’’ is used
to positively describe the ‘‘powerful, masculine and luxurious’’ image
that is evoked when car bodies or wheels are colored black or dark
gray.

Next, ‘‘kwak’’ is selected as an example of a negative word, as shown
in Fig. 6(b). According to a Korean dictionary, ‘‘Kwak’’ has two mean-
ings: onomatopoeia and a mimetic word. First, as an onomatopoeia,
‘‘kwak’’ represents sounds made by relatively weak crashes. In the au-
tomobile domain, ‘‘kwak’’ is typically mentioned along with accidents
from a ‘‘door crack’’ or a speed bump. A ‘‘door crack’’ accident refers to
crashes of doors between adjacent cars that arise from drivers getting
in and out of their cars. In Korea, ‘‘door crack’’ accidents frequently
occur due to narrow parking spaces. Meanwhile, a speed bump accident
describes situations caused by speed bumps such as scratches and dents

https://movie.naver.com/
https://store.steampowered.com/
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Table 2
Performance comparison for ANN, SVM, and GSSL.

Algorithm Parameters Accuracy performance (AUC) for datasets

Automobile Movie Game

ANN
Number
of hidden
nodes

10 0.597 0.546 0.565
30 0.646 0.563 0.610
50 0.677 0.611 0.638
70 0.706 0.643 0.679
90 0.724 0.683 0.729

SVM Kernel

Linear 0.615 0.555 0.564
Poly. 2 0.675 0.587 0.683
Poly. 3 0.728 0.639 0.712
Poly. 4 0.794 0.766 0.834
RBF 0.974 0.905 0.912

GSSL

𝜖NN

0.1 0.975 0.908 0.927
0.3 0.977 0.912 0.931
0.5 0.979 0.906 0.929
0.7 0.976 0.919 0.930
0.9 0.973 0.911 0.932

kNN

5 0.979 0.930 0.965
10 0.980 0.934 0.970
20 0.981 0.932 0.974
50 0.978 0.931 0.964
100 0.979 0.930 0.966
in an underbody or a front body. Even though drivers speed down for
speed bumps, accidents frequently occur because of the number and
size of speed bumps in Korea in particular. Therefore, ‘‘kwak’’ is used
y drivers to describe negative situations when asked about problems
ith automobiles, accident handling, and repairs. Next, as a mimetic
ord, ‘‘kwak’’ represents sudden and aggressive movements. In the
utomobile domain, it is often used to describe abnormal operating
onditions on brakes. If a braking error occurs, deceleration is rough
nd not smooth. In this situation, ‘‘kwak’’ is used with a negative
eaning in expressions such as ‘‘the stop is not smooth’’ or ‘‘the brake

tep is too rough and stiff’’.
Through these case examples, it is identified that the proposed sen-

iment propagation considers various features, such as characteristics
f Internet jargon, automobile expressions, and specific situations in
orea. Therefore, the main purpose of sentiment propagation, which is

o reflect the domain properties of reviews for sentiment classification,
s successfully achieved here.

.3. Results for customer review analysis

.3.1. Topic modeling
LDA was applied to reviews for topic modeling by setting the

umber of topics to 10 and the number of features to 100 for each topic.
he results covered the overall functions of automobiles, and Table 3
ummarizes these. There were topics for fundamental functions, such
s ‘‘powertrain & transmission’’, ‘‘driving performance’’, and ‘‘tire’’,
nd there were also topics for problems and controls that occur in
utomobiles, such as ‘‘noise’’, ‘‘engine maintenance’’, and ‘‘maintenance

repair’’. In addition, the results included topics for interior func-
ions, such as ‘‘cooling, heating & ventilation’’ and ‘‘electric device &
ccessory’’, as well as topics for exterior appearance, such as ‘‘body &
ainting’’ and ‘‘light’’.

.3.2. Controversy, complaint, and dissatisfaction
Controversy and complaint were calculated by applying sentiment

ords to the topic modeling results, and therefrom, dissatisfaction was
inally derived. The results for those indices are described in Fig. 7, and
he related figures are summarized in Table 4.

The topic with the highest dissatisfaction was ‘‘noise’’. ‘‘Noise’’ can
e understood as the strongest complaint in the majority of cases,
ecause it ranked as the second controversy and the first complaint,
ith a large gap to the second complaint. This may be attributed to
6

Table 3
Results for topic modeling.

Powertrain & transmission

brake starting engine shifting speed
accelerator gear automatic neutral parking

Driving performance

drive run mileage long-distance distance
mode expressway city-drive sport echo

Engine maintenance

engine oil engine oil replacement change
fuel knocking synthesis filter diesel

Maintenance & repair
maintenance repair check service shop
faulty defect leak garage reservation

Cooling, heating & ventilation

interior air wind ventilation smell
temperature air conditioner heater seat warmer Humidity

Electric device & accessory

audio speaker Bluetooth camera GPS navigator
embedment genuine connection linkage upgrade

Noise

noise din racket stress nervousness
sound wind noise underbody cause symptom

Tire

tire wheel front wheel rear wheel spring
puncture wear air pressure ride comfort drive

Body & painting

glass film oil film underbody corrosion remover
wax coating gloss cover dust

Light

halogen bulb taillight fog lamp
light headlamp headlight genuine change

the fact that noises both act as the starting point of problem recog-
nition and lead to anxiety about safety. Among the top-10 features
of ‘‘noise’’ presented in Table 4, it is shown that ‘‘noise, din, and
sound’’ encompass all kinds of sounds from all parts of an automo-
bile, such as the side windows and the powertrain through ‘‘wind
noise’’ and ‘‘underbody’’. In addition, customers recognized noise as
the ‘‘symptom’’ and the ‘‘cause’’ of problems, and they felt a great
sense of anxiety with ‘‘nervousness’’ and ‘‘stress’’. Following ‘‘noise’’,
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Fig. 6. Case studies for sentiment propagation.
Fig. 7. Results for Customer Review Analysis of 10 topics.
Table 4
Values of customer dissatisfaction Index for 10 topics.

Topic Dissatisfaction Controversy Complaint

Noise 63 73 87
Maintenance & repair 49 69 72
Driving performance 46 84 55
Powertrain & transmission 36 54 67
Engine maintenance 23 55 43
Body & painting 16 35 47
Cooling, heating & ventilation 15 30 52
Tire 10 56 18
Electric device & accessory 8 26 29
Light 5 18 28

‘‘maintenance & repair’’, ‘‘driving performance’’, and ‘‘powertrain &
transmission’’ were ranked from second to fourth, respectively, and all
of them are included in 𝑄1. The first quadrant, 𝑄1, shows terms that
are high in both controversy and complaint and therefore represent a
7

‘‘strong complaint of majority’’. Among these, ‘‘maintenance & repair’’
and ‘‘driving performance’’ were almost the same in dissatisfaction,
but ‘‘maintenance & repair’’ was higher in complaint while ‘‘driving
performance’’ was higher in controversy. Therefore, even if some topics
share dissatisfaction and quadrant, decision-making can be performed
according to the difference between controversy and complaint. Next,
‘‘engine maintenance’’ ranked as the fifth dissatisfaction with high
controversy but low complaint, and thereby, ‘‘engine maintenance’’
was included in 𝑄4. As a result, by utilizing dissatisfaction, we could
summarize the results of customer review analysis in a practical way
and comprehensively understand the customer evaluation pattern in
terms of the controversy-complaint quadrant.

3.3.3. Enrichment study across automobile types
For the enrichment study on dissatisfaction, the degree of negative

evaluation was compared. Fig. 8(a) shows the result of this study. The
overall average of bias was 1.22 in (6), indicating that customers gen-
erally expressed negative opinions more often than positive opinions.
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Fig. 8. Customer review patterns for automobiles.
The most negatively evaluated model was the compact sedan, while the
least negatively evaluated model was the executive sedan.

Moreover, for two distinguishing automobiles, the compact sedan
and the exclusive sedan, customer review analysis of the proposed
method was applied to 93,354 and 12,212 reviews, respectively. Fi-
nally, each dissatisfaction distribution for the same topic is shown in
Fig. 8(b). As a result, it indicates that the noticeable topics of the
compact sedan were ‘‘engine maintenance’’ while those of the executive
sedan were ‘‘powertrain & transmission’’. These topics showed clear
differences that are caused by defects in each automobile.

GDI engine defects The compact sedan had an engine defect. There
were cases of cylinder deformation and scratching due to durability
issues from the mounted GDI engine. Therefore, it can be seen that
‘‘engine maintenance’’ is highly related issues to diesel, knocking, and
engine oil.

Transmission defects: The executive sedan had a transmission
defect in which a gear was fixed to the fifth and remained unchanged,
even when driving and stopping, despite updating the software.

Examination and investment on quality control are required for the
engine part in the case of the compact sedan and for the transmission
part in the case of the executive sedan. The results of the enrichment
study exemplify the practical use of the proposed method, as well as its
potential expansion to other products.

4. Conclusion

In this study, we proposed a sentiment propagation for customer
review analysis. The proposed sentiment propagation increased the
domain adaptability of the existing sentiment analysis by expanding
sentiment words both contextually and in a domain-specific manner.
To implement this, semi-supervised learning was employed to the word
graph that was constructed by word embedding algorithms on online
product review. The case study supported that sentiment propagation
enriches the sentiment dictionary by expanding its coverage to non-
grammatical Internet language, industry-specific jargon, local dialect,
and so on. On the other hand, the proposed analysis of customer eval-
uation involved postprocessing for the sentiment analysis results. The
indicator of dissatisfaction, which consisted of controversy and complaint,
aimed to determine the priorities of complaints about products and
the evaluation patterns of customers. In our case of automobile online
reviews, ‘‘noise’’ ranked the highest, followed in order by ‘‘maintenance
& repair’’, ‘‘driving performance’’, and ‘‘powertrain & transmission’’.
8

Those complaint topics represented ‘strong complaints of the major-
ity of customers’, and therefore require urgent repair and quality
improvement.

The proposed method has some limitations that provide opportu-
nities for future work. First, the proposed method should be extended
to other language domains along with translating Korean to English.
As there are many sources of words’ sentiments such as SentiWordNet
(Baccianella et al., 2010), words could be subdivided into more classes
according to the intensity of sentiment, such as strong positive or neg-
ative, weak positive or negative, and neutral words that do not belong
to either. The classification performance, in addition, could be further
enhanced by increased label information. Next, the proposed method
should be applied to other industry domains. Aside from automobile
reviews, there are many products or services with large amounts of
free-form reviews. From various reviews of industry domain, the pro-
posed method could compare words’ sentiments and analyze customer
evaluation patterns.
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